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Abstract 

Management of non-point-source emissions from pastured livestock is complicated by spatial and temporal dis-
tribution of emissions and how they interplay with equally complex landscape typological distributions. Wearable 
sensing of  CO2 concentrations near the tailhead may enable real-time, spatially-explicit monitoring of manure emis-
sions, if concentrations correlate with defecation and urination events. The objective of this research was to explore 
the association between measured  CO2 concentrations from wearable sensors placed on the tailhead of horses 
and the occurrence of defecation and urination events.  CO2 sensors consisted of a TTGO-T-Beam microprocessor 
equipped with GPS and LoRa radio, soldered to a CJMCU-8128 environmental sensing board capable of measuring 
temperature, pressure, relative humidity,  CO2 and total volatile organic compounds (TVOC). Tail wraps were placed 
on 4 stalled horses for a total of 9 days. Surveillance videos were collected over the same time frame and viewed 
to determine the time of defecation and urination occurrence. Data were analyzed visually for coherence, and quanti-
tatively using analysis of variance, random forest regression, support vector machines, and extreme gradient boost-
ing. Because defecation and urination events were in much lower quantity than non-events, random oversampling 
and undersampling were attempted on the classification approaches to improve accuracy and precision of signaling 
algorithms. Visual inspection revealed that although defecation and urination events corresponded to  CO2 peaks, 
there was considerable noise in  CO2 data suggesting that peaks in  CO2 also frequently occur in the absence of defeca-
tion and urination events. All classification algorithms showed poor accuracies (0.50 to 0.51), which were only margin-
ally improved by over- (< 0.51) and undersampling (< 0.69). This preliminary assessment revealed considerable noise 
in sensing  CO2 emissions in production settings, which may preclude usefulness in manure sensing.
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Background
Pasture based livestock are an important source of both 
food and income for many people [1]; however, they can 
also present certain environmental risks [2]. Although 
manure from livestock on pasture can be beneficial to 

the land, it can also cause damage to waterways through 
runoff of components such as phosphorus and nitrogen, 
which can then affect the health of humans and animals 
that rely on the water source [3]. If nutrient emissions 
from livestock species, coming in the form of feces and 
urine, can be monitored, a more comprehensive under-
standing of when and where these emissions occur can 
be developed. Improved understanding of the geospatial 
and temporal emission of nutrients in livestock manure 
would allow more precise management of pasture 
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landscapes, allowing operators to optimize the positive 
role of manure within the ecosystem.

Data exploring the location of defecation and urina-
tion events contributes to a greater capacity to manage 
grazing systems for sustainability objectives due to the 
geospatial heterogeneity of pasture systems. Identifying 
the location of manure emissions allows for understand-
ing of the interplay between the distribution of manure 
deposition within the field, and the overlap with hydro-
logically sensitive areas. Although previous studies have 
attempted to explore the spatial distribution of manure 
through monitoring animal location, leveraging aerial 
imagery, and through manual observations, each of these 
approaches has some limitations [4–7]. Probabilistic 
modeling of manure location based on animal location 
and time budgets does not provide explicit monitoring 
of manure and can be prone to missing manure emis-
sion events that occur in low time-budget areas. Further, 
aerial imagery relies on drone technologies which do not 
consider the time dimension of emissions, nor are they 
robust during weather events which coincide with the 
greatest need to locate emissions due to potential for sur-
face runoff. As such, there is a need to explore wearable 
behavioral sensing as a strategy for monitoring and locat-
ing manure emission events in grazing systems.

Wearable sensors for livestock behavioral monitoring 
are commonplace in confinement systems, where data 
transmissions can be completed using WiFi or Bluetooth, 
and data processing can be computationally intensive and 
housed centrally. In pasture systems, however, the need 
for low-energy, long-range data transmission means that 
alternative approaches to wearable behavior monitoring 
should be considered. Long range radio (LoRa) networks 
have been successful in pasture settings as a means of 
data transmission, and open source sensing systems oper-
ating on these LoRa networks show promise as a strategy 
to explore sensing options for animal behavioral detec-
tion based on sensed data [8]. However, LoRa networks 
require concise data packages for transmission, meaning 
that either small data must be sent for centralized signal 
processing to flag a behavior of interest or that edge data 
processing must occur so that only parsimonious sig-
nals are sent. Although working toward edge processing 
as a strategy to enable accurate and precise localization 
of manure emissions is a long-term goal, a step toward 
that goal requires exploration of the time-series of data 
obtained from sensors related to manure emissions, and 
subsequent analysis of that data for appropriate signals 
which could be used for edge processing.

An ideal sensor signal for monitoring manure emis-
sions from livestock would have a clear signature asso-
ciated only with the deposition of manure, which would 
allow for precise and accurate identification of emissions 

events. Although accelerometer-based behavioral moni-
toring has been used in numerous applications in the 
livestock industry [9, 10], there is some doubt about 
whether there is a clear motion signature associated with 
defecation and urination because tail motions associ-
ated with defecation or urination can be similar to other 
behaviors. Additionally, there is a need to differentiate 
between these types of events when considering poten-
tial environmental management. Although nutrients in 
defecation events are more easily managed because feces 
can be picked up and removed from the farm, nutrients 
in urine cannot be easily managed and are likely to infil-
trate into the soil, affecting local soil nutrient contents. 
The distinct nature of these nutrient emissions sources 
necessitates their individual identification. An alterna-
tive sensor, which may have greater specificity to defeca-
tion or urination behavior, would be sensing of  CO2 and 
total volatile organic compounds in the area around the 
tailhead. During the emission of feces and urine, volatile 
organic compounds (VOC) are released, suggesting that 
a strong signal should occur during these events. Further, 
there are few other livestock activities which result in 
localized spiking of VOC concentrations, suggesting this 
may be a precise and accurate signal to investigate when 
identifying defecation and urination events.

The objective of this work was to explore, under con-
trolled settings with minimal airflow interference, wear-
able  CO2 and VOC sensors as a strategy for identifying 
defecation and urination events in horses. Although we 
anticipated the sensors to have sensitive and specific 
signals for defecation and urination events, the possibil-
ity that signals would be complicated by environmental 
factors as well as emissions from other livestock justified 
the placement of sensors on the tailhead of individual 
animals.

Methods
Animals and experimental design
The animals involved in this study were under the man-
agement approved by the Virginia Polytechnic Insti-
tute and State University Institutional Animal Care and 
Use Committee (Protocol #19–159). Four mature (8 to 
16 years old) geldings (n = 2 Thoroughbred, n = 2 Warm-
blood), were recruited for this study. Horses were housed 
in 12 × 12 box stalls in a well-ventilated barn. Stalls were 
used for this study, despite the interest in exploration in 
grazing environments, to explore a scenario where there 
would be minimal likelihood of interference with airflow 
and limited geographical area for the animals to cover. 
These conditions were selected to give the sensor the 
best chance at detecting defecation and urination events. 
Data collection occurred over a period of 2 weeks, dur-
ing which time, horses were outfitted with an individual 
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sensor on the tailhead and monitored by camera and vis-
ual assessment for 4 to 6 h. Monitoring sessions occurred 
between 08:00 AM and 17:00 PM. Gaps in monitoring 
occurred if horses were removed from their stalls due to 
use in lessons, vet/farrier visits, etc. Sensors were placed 
on tail wraps (Professional’s Choice Inc, El Cajon, CA), 
which were then affixed around the tail head using a 
hook-and-loop closure. Tail wraps were placed with the 
 CO2 sensors fixed on the top side of the tail, facing away 
from the animal. Tail wraps equipped with sensors were 
removed following each collection period and placed 
again at the start of the next collection.

Sensor design and construction
The sensors consisted of a TTGO-T-Beam micropro-
cessor (Shenzhen Xin Yuan Electronic Technology Co, 
China). This microprocessor is equipped with onboard 
GPS and RMF95 LoRa radio, which allowed for space- 
and power-efficient design. A generic CJMCU-8128 
environmental sensing board was then soldered to the 
microprocessor for sensing of the desired outcomes. The 
CJMCU-8128 integrates the CCS811 metal oxide gas 
sensor, the HDC1080 digital sensor, and the BMP280 
absolute barometric pressure sensor to measure tem-
perature, pressure, relative humidity,  CO2, and total vola-
tile organic compounds (TVOC). The detection limits 
of temperature, pressure, relative humidity,  CO2, and 
TVOC were −40 to 125 Celsius (C), 300 to 1,100 hec-
topascals (hPa), 0 to 100%, 400 to 8192 parts per million 
(ppm), and 0 to 1187 parts per billion (ppb), respectively. 
The sensor had an accuracy of ± 2% for relative humid-
ity, ± 0.12  hPa for pressure, and ± 0.2 C for temperature. 
Studies validating the use of these sensors have reported 
accuracies of ± 2 ppm for TVOC and up to 95% for  CO2, 
which is calculated rather than directly measured [11, 
12]. The sensor suite was programmed using the Arduino 
IDE software, and formatted to read sensor data at 
100 Hz, packaging those higher-density readings into an 
average of each 20 s interval. Although this sampling fre-
quency rate is likely higher than necessary, it was selected 
considering the lack of previous work with gas sensors 
for detection of these types of events and the uncertainty 
around the results that would be obtained. The averag-
ing was selected given the allowable frequency of LoRa 
data transmission. Upon completion of each 20  s inter-
val of data averaging, the GPS was leveraged to obtain a 
location and time stamp, and data were packaged to send 
via LoRa. A Dragino LoRa gateway was used to receive 
data from the sensors using a standard LoRa protocol as 
described previously [8]. Data were then forwarded to 
the Virginia Tech Biological Systems Engineering server 
using an MQTT protocol.  Sensors were powered by an 
18,650 lithium ion battery and were charged via micro 

universal serial bus (USB) attachment prior to each 
deployment.

Determination of ground truth
To properly evaluate sensor efficacy at detecting defeca-
tion and urination events, sensor data was matched with 
ground-truth observations. In this study, video surveil-
lance footage was recorded during the duration of data 
collection and used for ground-truth observation. While 
the sensors were active, surveillance videos were also 
active. Videos were manually observed and used to iden-
tify time timing of each defecation and urination event 
occurring during the sampling period. Time stamps from 
the sensors and surveillance footage were synchronized 
prior to data collection to allow alignment of sensor data 
and animal behaviors from video footage. Defecation 
events were marked by the passage of feces, while uri-
nation events were marked by the generation of urine. 
Other behaviors (i.e., standing, laying, etc.) were not dif-
ferentiated, and coded only as non-events. The times-
tamps  of defecation and urination events were used to 
correspond with the time stamps from the sensor to facil-
itate data analysis to explore associations among the  CO2 
and TVOC readings and the occurrence of defecation 
and urination events. One to four defecation or urination 
events were observed per horse per period, with an aver-
age of 1.46 events per horse per period and an average of 
4.5 events per horse across all sampling periods.

Data preparation
All analysis was completed in R, v 4.2.1. The server 
stored data files on a daily basis, and data were compiled 
by binding rows of data from each day file into a master 
dataset containing all received rows of data. The LoRa 
chirp sent by the sensor, forwarded by the router, and 
stored in the server was in the form of a string with char-
acter codes differentiating numerical data. Due to colli-
sions among chips, occasionally these strings become 
corrupted, preventing their decoding. Corrupted strings 
were omitted from the analysis as a part of the first data 
cleaning step, resulting in 19,771 records available for 
analysis. During the second phase of data cleaning, the 
sensor data were visualized to determine raw distribu-
tions. Sensor data with erroneous  CO2 concentrations 
(> 3,000  ppm) or temperature readings (> 45 C) were 
omitted from the analysis as signal errors. Threshold val-
ues for erroneous sensor readings were determined by 
ensuring that all values in a normal range were accounted 
for and only those that could not be environmentally 
accurate were removed. The average global environ-
mental  CO2 concentration is 421  ppm and the average 
temperature during the time of data collection was 13.3 
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C. After removing these erroneous data, 16,569 records 
were remaining.

Another anticipated type of data error was failed GPS 
measurements. Because this preliminary exploration of 
 CO2 and TVOC sensing was conducted in a barn, the 
GPS signal was often precluded by the barn roof. As a 
backup plan to allow for benchmarking the timestamp 
of data, the chirp included a locally logged millisecond 
counter and the time each sensor was turned on was 
manually recorded daily. Due to broad spectrum failure 
of GPS data, the starting time of each sensor and the 
locally logged timestep were used to compute the times-
tamps for each sensor. Behavioral ground truth data and 
the starting times for each sensor were recorded with 
minute, not second, precision, and therefore received 
chirp data were averaged by minute. Data were then 
merged with ground-truth observational data by animal 
and minute. The resulting dataset contained minute-
specific sensor data aligned with codes reflecting a non-
event, a defecation event, or a urination event.

It was expected that the sensed signals for defecation 
or urination events may lag behind the observation of 
the actual event, due to delayed time for gasses to dif-
fuse through the air. This delay was expected to be less 
than a minute, but could be up to several minutes. To 
explore the possibility that signals were delayed, rolling 
average CO2 and TVOC values were estimated using the 

previous 3, 5, 10, or 15 available observations. For these 
same time ranges, the standard deviation of observed 
values was also calculated, because it was postulated that 
the rolling average procedure might smooth out short-
lived peaks in the data indicating defecation or urination 
events. To explore how a frameshift of data might be lev-
eraged to relate to defecation or urination events, the 5 
lagging and leading data points were also retained. Lead-
ing and lagging data points were retained by selecting the 
5 data points before and 5 data points after the times-
tamp of a defecation or urination event. An example of 
the expected variation and feature engineering is shown 
in Fig. 1.

Data analysis
The data analysis was conducted in three steps. First, as 
a means of exploring whether a simple numerical cutoff 
on any particular measurement could be utilized, analy-
sis of variance was used to explore the variation in meas-
urements by observation type (defecation, urination, 
other). Estimated marginal means were calculated using 
the emmeans package and Tukey’s pairwise compari-
sons were used to determine differences in each response 
variable among observation types. The signal values used 
included the rolling average and standard deviation of 
 CO2 and TVOC, as well as the raw and leading and lag-
ging values.

Fig. 1 Example of variation in a single sensor’s carbon dioxide  (CO2) concentrations (parts per million (ppm)) over a twenty-minute period 
and the engineered features designed to account for the variation. A defecation event occurs at 156 min, denoted by the vertical blue line 
and point 0. The trendline is represented in red. “RA-X” represents rolling averages, “RSD-X” represents rolling standard deviations, “Lag-X” represents 
lagging values, and “Lead-X” represents leading values. The data points used to calculate each of the engineered features are noted in both the table 
and figure with corresponding colors
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It was not expected that a simple numerical cutoff 
would be identifiable to flag defecation and urination 
events, therefore, we also explored a number of machine 
learning approaches to tease out signals from the data. 
These approaches included extreme gradient boosting 
[13], random forest regression [14], and a support vec-
tor machine [15], and were selected based on the histori-
cal strength of these algorithms in similar classification 
tasks. Extreme gradient boosting is a robust machine 
learning algorithm that is designed to improve speed 
and model performance by increasing the efficiency of 
gradient boosting. Gradient boosting and extreme gradi-
ent boosting are both based on classifications or regres-
sions that use weak predictions (decision trees) that make 
very few assumptions about data and decrease any bias 
[16]. In doing so, it is expected that each resulting deci-
sion tree has a lower prediction error and is closer to the 
target classification. This algorithm was used due to our 
previous success with this approach in low- and unbal-
anced data environments [17], and because it is an effi-
cient stochastic boosting ensemble method with a good 
history of success in classification problems. Random 
forest regression uses ensemble learning to generate 
multiple random decision trees, each of which should be 
more reliable than any single model and has also shown 
promise in previous work on unbalanced datasets [18]. 
This algorithm works by selecting random samples from 
a given dataset and constructing a decision tree for each. 
Based on these, the final output is decided by majority 
voting to identify the best prediction, guaranteeing an 
accuracy of at least seventy percent [19]. Support vector 
machine is a supervised machine learning model for two-
group classification problems that works by identifying 
the optimal decision boundary that separates different 
classes. Within the sample space, a particular hyperplane 
can be identified that best separates the intended classes 
[20]. The support vector machine was selected due to its 
strength in highly dimensional data, as we expected the 
time-series element of the dataset would inflate dimen-
sionality within the data. Each approach was trained on 
60 percent of the available data and tested on 40 percent. 
The training dataset returned 56 defecation observa-
tions, 13 urination observations and 9,141 other observa-
tions. The testing dataset had 40 defecation, 7 urination, 
and 5972 other observations. To confirm the stability 
of the parameters used in each algorithm, model tun-
ing was performed to explore shifts in predictive capac-
ity under different settings. The support vector machine 
was checked using the tune function of the e1071 pack-
age [21], for costs ranging from 0.001 to 100. Similarly, 
the class weights, number of trees, and branches per tree 
in the random forest were systematically varied manually 
to explore different combinations of weighting and tree 

complexity as a strategy to improve algorithm perfor-
mance using the randomForest package [22]. Finally, the 
extreme gradient boosting algorithm was trained over 
100 rounds of cross validation using the xgb.cv function 
from the xgboost package [23] with differing weights for 
the class variables.

Because the defecation and urination data were very 
low incidence within the dataset, over- and under-sam-
pling approaches were conducted on training data for 
each of the three algorithms. The upSample and down-
Sample functions from the package groupdata2 were 
used to generate the training data for each approach 
[24]. With both techniques aiming to level unbalanced 
datasets, oversampling is used to add new samples to the 
minority class [25]. Opposingly, undersampling is used to 
reduce the number of samples in the majority class. The 
testing data were retained with their originally sampled 
distribution when computing accuracy and precision 
metrics, irrespective of classification algorithm used or 
of training data modification. The oversampling approach 
randomly over-sampled data from the low-incidence 
classes to return a dataset with equal representation 
among all classes. Similarly, the undersampling approach 
randomly omitted data from the over-represented classes 
until all classes had equal representation. All models were 
compared based on within-class accuracy, and additional 
metrics such as the sensitivity, specificity, positive and 
negative predictive values were reported for reference. 
Additionally, a general linear model was implemented 
to explore the main effects, two-, and three-way interac-
tions of day, animal, and defecation and urination events 
on measured  CO2 obtained from the sensors.

Results
Trends in carbon dioxide and associations with defecation 
and urination
The mean and distribution of  CO2 emissions detected 
by the sensors in this study matched likely environ-
mental  CO2 concentrations within the barn (Table  1). 
Although no ground-truth observation of barn-level  CO2 
was collected during the sensing period, the profile and 
variation of  CO2 sensed by these tail-mounted sensors 
was consistent with previous barn-based observations 
(Fig.  2). Furthermore, the three-way interaction of ani-
mal, day, and defecation and urination events was signifi-
cant (P < 0.001) suggesting that shifts in  CO2 associated 
with defecation and urination events were not consistent 
across animals and days.

Visual inspection of data revealed that although there 
were peaks in  CO2 during defecation and urination 
events, there was considerable noise within the data, 
possibly attributed to other behavioral events (Fig.  3). 
Despite this, the analysis of variance suggested consistent 



Page 6 of 10Wright et al. Dairy Science and Management             (2025) 2:2 

Table 1 Summary statistics for available sensed data collected during experimental period

a Carbon dioxide concentrations sensed by the open source sensor  (CO2)
b Total volatile organic compound concentrations (TVOC) sensed by the open source sensor
c Standard deviation (SD), minimum (Min), quartile 1 (Q1), quartile 3 (Q3), and maximum (Max) values sensed

Measurement Mean Median SDc Minc Q1c Q3c Maxc

CO2,  ppma 566 496 248 400 448 575 2,936

TVOC,  ppmb 24.7 14.0 37 0.0 7.0 26.0 386

Temperature, C 18.4 18.4 3.3 10.1 16.1 20.7 27.9

Fig. 2 Smoothed carbon dioxide concentrations measured among sensors across experimental days. The average pattern of  CO2 sensing showed 
a gradual rise in  CO2 concentrations, likely driven by bringing the animal into the barn at the start of sampling. Thereafter, there is considerable 
natural noise within the data reflecting the various potential  CO2 sources in the environment

Fig. 3 An example day of observed  CO2 concentration data, with defecation and urination events marked with the symbol “E” and a vertical line. 
The lines show general coherence with spikes in  CO2, however numerous spikes also exist in the absence of emission events
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differences in sensor readings associated with defeca-
tion events, but not urination events (Table 2). The visual 
inspection of available data also suggests that the analy-
sis of variance was not effective as a means of identifying 
robust strategies to differentiate defecation and urination 
events from other behaviors (Fig. 3).

Comparison of machine learning approaches to classify 
defecation and urination
Random forest classification, support vector machine, 
and extreme gradient boosting all largely failed to ade-
quately classify defecation and urination events within 

the dataset (Table  3). When trained on the raw, highly 
imbalanced data, all three algorithms resulted in com-
plete prediction of non-events. Although this resulted in 
high accuracy (0.994), the balanced, class-specific accura-
cies were 50%.

All models were tuned to confirm the stability of the 
parameters. The tuning of the support vector machine 
resulted in consistent results (data not shown). Much like 
the support vector machines, modifying the parameters 
of the random forest regression did not improve model 
performance. The extreme gradient boosting algorithm 
was trained over 100 rounds of cross validation, also 

Table 2 Carbon dioxide, TVOC, and temperature associations with non-events, defecation, and urination

+ Carbon dioxide concentrations sensed by the open source sensor  (CO2)
* Total volatile organic compound concentrations (TVOC) sensed by the open source sensor

Measurement Time Scale Other SE Defecation SE Urination SE P-Value

CO2,  ppm+ 0 565 1.98 613 24.6 539 29.5 0.134

3 565a 1.59 619b 19.8 517a 39.6 0.013

5 566a 1.44 606b 18.0 506ab 35.8 0.022

10 556a 1.33 586ab 16.8 495b 34.2 0.056

15 566 1.28 583 16.1 516 35.3 0.219

TVOC,  ppm* 3 24.7 0.30 32.0 3.75 20.7 7.55 0.133

5 24.7a 0.24 32.8b 3.01 17.3a 6.04 0.013

10 24.8a 0.22 30.8b 2.74 15.7ab 5.46 0.022

15 24.9 0.20 27.3 2.46 17.2 5.38 0.222

Temperature, C 0 18.4a 0.026 19.7b 0.033 17.9a 0.66  < 0.001

3 18.4a 0.026 19.7b 0.32 17.8a 0.64  < 0.001

5 18.4a 0.025 19.7b 0.31 17.7a 0.62  < 0.001

10 18.4a 0.025 19.6b 0.31 17.7a 0.64  < 0.001

15 18.4a 0.025 19.7b 0.31 17.9a 0.69  < 0.001

Table 3 Predictive capacity of algorithms fit using raw distribution inherent in sampled data

a Defecation (Def ) and urination (Urine) events, positive predictive value (PPV), negative predictive value (NPV), and null information rate (NIR)

Random Forest Support Vector Machine Extreme Gradient

Other Defa Urine Other Defa Urine Other Defa Urine

Predicted

 Other 5971 39 7 5972 40 7 5970 39 7

  Defa 1 1 0 0 0 0 2 1 0

  Urinea 0 0 0 0 0 0 0 0 0

Class Statistics

 Sensitivity 1.00 0.03 0.00 1.00 0.00 0.00 1.00 0.025 0.00

 Specificity 0.02 1.00 1.00 0.00 1.00 1.00 0.021 1.00 1.00

  PPVa 0.992 0.50 0.00 0.992 0.00 0.00 0.992 0.33 0.00

  NPVa 0.50 0.994 0.999 0.00 0.993 0.999 0.33 0.994 0.999

 Accuracy 0.51 0.51 0.50 0.50 0.50 0.50 0.51 0.51 0.50

Overall Statistics

 Accuracy 0.992 0.992 0.992

  NIRa 0.992 0.992 0.992
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resulting in no meaningful difference from the baseline 
results. As an alternative approach to handling the imbal-
ance within the data, over- (Table 4) and under- (Table 5) 
sampling were used to train the models. Although over-
sampling resulted in marginal shifts in the class-specific 
balanced accuracy, resulting in improved predictions of 
defecation and urination events by the support vector 
machine (Table 4), the resulting accuracies were still well 
below appropriate to justify use of the sensor for predic-
tion purposes. The accuracies achieved by the random 
forest and the extreme gradient boosting algorithms did 
not change with oversampling (Table 4).

Much like oversampling, the undersampling was 
not effective at substantively enhancing model perfor-
mance in classifying defecation and urination events. 
Although the within-class accuracies for predicting def-
ecation events improved to 0.69 and 0.62 for the ran-
dom forest and extreme gradient boosting, respectively 
(Table 5), the overall accuracies were extremely poor on 
account of the large false positive rates.

Table 4 Predictive capacity of algorithms fit using data oversampled to balance across classes in sampled data

a Defecation (Def ) and urination (Urine) events, positive predictive value (PPV), negative predictive value (NPV), and null information rate (NIR)

Random Forest Support Vector Machine Extreme Gradient

Other Defa Urine Other Defa Urine Other Defa Urine

Predicted

 Other 5971 39 7 5972 40 7 5972 40 7

  Defa 0 1 0 0 0 0 0 0 0

  Urinea 0 0 0 0 0 0 0 0 0

Class Statistics

 Sensitivity 1.00 0.025 0.00 1.00 0.00 0.00 1.00 0.00 0.00

 Specificity 0.02 1.00 1.00 0.00 1.00 1.00 0.00 1.00 1.00

  PPVa 0.992 1.00 0.00 0.992 0.00 0.00 0.992 0.00 0.00

  NPVa 1.00 0.994 0.999 0.00 0.993 0.999 0.00 0.993 0.999

 Accuracy 0.51 0.51 0.50 0.50 0.50 0.50 0.50 0.50 0.50

Overall Statistics

 Accuracy 0.992 0.992 0.992

  NIRa 0.992 0.992 0.992

Table 5 Predictive capacity of algorithms fit using data undersampled to balance across classes in sampled data

a Defecation (Def ) and urination (Urine) events, positive predictive value (PPV), negative predictive value (NPV), and null information rate (NIR)

Random Forest Support Vector Machine Extreme Gradient

Other Defa Urinea Other Defa Urinea Other Defa Urinea

Predicted

 Other 1768 2 2 2449 14 2 1281 4 0

  Defa 2465 32 3 1748 16 3 3241 31 6

  Urinea 1739 6 2 1775 10 2 1450 5 1

Class Statistics

 Sensitivity 0.29 0.80 0.29 0.41 0.40 0.29 0.21 0.78 0.14

 Specificity 0.91 0.59 0.71 0.66 0.71 0.70 0.91 0.46 0.76

  PPVa 1.00 0.01 0.001 0.994 0.009 0.001 0.997 0.009 0.001

  NPVa 0.01 0.998 0.999 0.009 0.994 0.999 0.009 0.997 0.999

 Accuracy 0.61 0.69 0.50 0.53 0.55 0.49 0.56 0.62 0.45

Overall Statistics

 Accuracy 0.299 0.410 0218

  NIRa 0.992 0.992 0.992
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Discussion
Trends in carbon dioxide and associations with defecation 
and urination
Microprocessor sensors have previously been used to 
explore  CO2 concentrations in confined animal feeding 
operations [26]. Although some studies measuring  CO2 
concentration in barns show periods of time with fairly 
constant concentrations similar to ambient air [27], other 
studies have found considerable variability in concen-
trations throughout the day [28]. The inconsistent shifts 
in  CO2 associated with defecation and urination events 
across animals and days could indicate micro-environ-
ments within the barns which create disrupted capacity 
to sense gaseous emissions or concentrations effectively. 
Nevertheless, the capacity of these  CO2 sensors, which 
are typically designed for indoor use, to monitor  CO2 
concentrations in the air around the animals’ tailheads 
is supported by the range and profile of observations 
collected.

Although many metrics resulted in different mean 
observations for defecation events, which were often 
detected as different from urination or non-events, the 
standard errors around the defecation means were wide 
enough to suggest that a simple cutoff on one or more 
metrics would be insufficient to adequately flag defeca-
tion events. Furthermore, the lack of consistent difference 
during urination events indicated large variability around 
sensor readings during urination events. Although help-
ful as a screening exercise to explore possible variables 
for inclusion in the machine learning algorithms, the 
analysis of variance was not effective as a means of iden-
tifying robust strategies to differentiate defecation and 
urination events from other behaviors.

Comparison of machine learning approaches to classify 
defecation and urination
Classifying highly imbalanced data is a major challenge 
for most classification algorithms [29], and frequently 
requires use of complex ensemble approaches [30] or 
other specialized machine learning approaches [31]. 
However, each of the three approaches taken have previ-
ously shown promise as a strategy to classify imbalanced 
data [17, 31, 32]. As such, it was expected that the algo-
rithms would perform better than was observed.

Similarly, while weighting and careful model tun-
ing have been supported as strategies to handle low-
incidence data in the past [33], neither was effective at 
improving algorithm performance on these data. As 
another strategy for managing unbalanced data, the 
over- and under-sampling approaches were conducted. 
Although oversampling has been widely reviewed as a 
technique to address the limitations of imbalanced data 

[34], many example datasets have imbalance which is 
less severe than observed in this case. For example, [35] 
reported oversampling was an effective strategy to deal 
with classes at a 0.56:1 ratio. In our data, the defecation 
class is at a 0.007:1 ratio. The failure of oversampling to 
improve classification accuracy for these algorithms 
likely reflects the challenge of simply attempting to pick 
a needle from a haystack. Additionally, although under-
sampling is frequently leveraged as a strategy to address 
imbalance in classification datasets, random undersam-
pling, as used here, can lead to poor classification results 
because it fails to take into consideration extremely 
informative samples in the majority class [36]. Overall, 
the incidence of defecation and urination events within 
the dataset was so low that even these traditional strate-
gies for handling imbalanced data were unable to signifi-
cantly improve accuracy.

Conclusions
Based on the time-series data, there seems to be merit 
in concluding that  CO2 concentrations do spike dur-
ing defecation and urination occurrence; however, these 
concentrations also spike for a variety of other reasons, 
unrelated to measured defecation and urination events. 
As such, the practical application of  CO2 sensing for 
environmental monitoring of livestock either in confined 
environments, as studied here, or in pastured environ-
ments, as was the longer-term goal of this initial analysis, 
may be impractical. Further work in pasture environ-
ments is necessary to determine whether the consider-
able variability in  CO2 observations reported in this study 
is due to the barn environment, where numerous other 
 CO2 sources are present, or whether pastured environ-
ments also result in similar variability.
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